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FORTN[AI]GHTLY NEWS

1. Ferret MLLM

2. IMF: AI will affect 40% of jobs

3. Mamba LLM

4. OpenAI: Impossible to train models without 

using copyrighted data

https://github.com/apple/ml-ferret
https://www.imf.org/en/Blogs/Articles/2024/01/14/ai-will-transform-the-global-economy-lets-make-sure-it-benefits-humanity
https://arxiv.org/ftp/arxiv/papers/2312/2312.00752.pdf
https://www.euronews.com/next/2024/01/09/openai-says-its-impossible-to-train-ai-without-copyrighted-materials
https://www.euronews.com/next/2024/01/09/openai-says-its-impossible-to-train-ai-without-copyrighted-materials
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Ferret: Refer and Ground Anything Anywhere at Any Granularity
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Ferret: Refer and Ground Anything Anywhere at Any Granularity

GRIT, a Ground-and-Refer Instruction-Tuning dataset with 1.1M samples 
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Ferret: Refer and Ground Anything Anywhere at Any Granularity



IMF: AI will affect almost 40 percent 
of jobs around the world, replacing 
(completely or lower demand) some 

and complementing others. 
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Wealthier economies, including 
advanced and some emerging 
market economies, tend to be 

better equipped for AI 
adoption than low-income 

countries.

IMF: AI will affect almost 40 percent of jobs around the world
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Polarization within income brackets, with workers who can harness AI seeing an increase in their 
productivity and wages. For example, younger workers can enhance their productivity more 

quickly. Increased Inequality.

Many countries don’t have the infrastructure or skilled workforces to harness the benefits of 
AI. Increased inequality.

If AI significantly complements higher-income workers, it may lead to a disproportionate 
increase in their labor income. Increased inequality.

Recommendation: It is crucial for countries to establish comprehensive social safety nets and 
offer retraining programs for vulnerable workers.

IMF: AI will affect almost 40 percent of jobs around the world
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Mamba: Linear-Time Sequence Modeling with Selective State Spaces

Selective Structured State Space Model

Quadratic Attention RNN
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Requires Selective InputNon-selective is enough

E.g. predict 'Potter' given 'Harry'

Mamba: Linear-Time Sequence Modeling with Selective State Spaces
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Linear scaling with input (instead of quadratic with attention)
5x inference speed up with hardware-aware recurrence calculations

Mamba: Linear-Time Sequence Modeling with Selective State Spaces
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OpenAI: Impossible to train language models using non-copyrighted data

"copyright today covers virtually every sort of human expression including blog posts, photographs, forum 
posts, scraps of software code, and government documents–it would be impossible to train today’s leading 

AI models without using copyrighted materials"

"we’ve led on websites’ ability to exclude their content and we provide an easy way to disallow for our 
“GPTBot” web crawler to access a site, as well as an opt-out process for creators who want to exclude their 

images from future DALL·E training datasets"

"find mutually beneficial arrangements to gain access to materials that are otherwise inaccessible, and also 
to display content in ways that go beyond what copyright law otherwise allows"

Submitted to House of Lords Communications and Digital Select 

Committee inquiry: Large language models
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OpenAI: Impossible to train language models using non-copyrighted data


